BERT and Friends

CS 780/880 Natural Language Processing Lecture 20

Samuel Carton, University of New Hampshire




Last lecture

Transformer architecture
* Many layers

» Self-attention

* Feed-forward

* Residuals
 Encoder-decoder

 Encoder nonrecurrent

 Decoderrecurrent
* Positional encodings

Pretrained transformer (BERT) is a good starting

point for fine-tuning!

Output
Probabilities

_Linear
’
Add & Norm
Feed
Forward
s ~\ Add & Norm
_ .
Al & N Multi-Head
Feed Attention
Forward 7 Nx
— ]
Nix Add & Norm
f—>| Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
At At
— J \ s,
Positional D @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)



Last lecture

Output
Probabilities

Transformer architecture
* Many layers
» Self-attention

Linear

((FodeNom )
* Feed-forward Food
Forward
* Residuals 1—‘~_J
r ~
e Encoder-decoder ot rToad
Feed Attention
* Encoder nonrecurrent Forward 7 _J N
 Decoderrecurrent N
X f—>| Add & Norm | ookod
° Positiona[ encodings Multi-Head Multi-Head
Attention Attention
] — J \ —)
Pretrained transformer is a good starting point for Positional 5 & Positional
- - l Encoding Encoding
., fine-tuning! ot Output
a @ Embedding Embedding
P ] !
Inputs Outputs 3

(shifted right)



Pretrained transformers

0

Every current well-known large language model is a transformer that has been extensively
pretrained on a large corpus of text, with some language modeling objective

 BERT, RoBERTa, T5, GPT-X, etc.

The difference between different models is mostly just:
* Training objective

» Use of encoder only, decoder only, or both

* Modelsize

* Training set size & composition

« Dataset preprocessing

* Minor architecture differences

...which seems like a lot, but it’s still pretty remarkable that the underlying model is
mostly the same (Transformer) 4



Well-known models

There’s a few key models that are in wide use:

e BERT

* RoBERTa
 XLNet

* DistilBERT
e T5

* GPT family

Most can be downloaded at
https://huggingface.co/models

bert-base-uncased

Davlan/distilbert-base-multilingual-cased-ner-hrl

x1m-roberta-base

B microsoft/layoutlmv3-base

distilroberta-base

t5-base

bert-base-cased

£ jonatasgrosman/wav2vec?-large-x1sr-53-english

gpt2

@ openai/clip-vit-large-patchild

distilbexrt-base-uncased

roberta-base

@ openai/clip-vit-base-patch32

x1lm-robexrta-large


https://huggingface.co/models

BERT

Bidirectional Encoder Representations from Transformers

Encoder-only model

Bert-base:
« 12 layers, 12 heads per layer
e 110 million parameters

Two pretraining objectives:
» Masked language modeling (Mask-LM)
* Next sentence prediction (NSP)

BERTease
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110M Parameters

Bert: Pre-training of deep bidirectional transformers for language understanding
J Devlin, MW Chang, K Lee, K Toutanova - arXiv preprint arxiv ..., 2018 - arxiv.org

We introduce a new language representation model called BERT, which stands for
Bidirectional Encoder Representations from Transformers. Unlike recent language
representation models, BERT is designed to pre-train deep bidirectional representations
from unlabeled text by jointly conditioning on both left and right context in all layers. As a
result, the pre-trained BERT model can be fine-tuned with just one additional cutput layer to
create state-of-the-art models for a wide range of tasks, such as question answering and ...
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BERT encoder

The BERT encoder:

1. Takesinwordpieces

2.  With [CLS] at the beginning and [SEP] between sentences

3. Adds positional and segment ID (0 or 1) embeddings

4, Outputs a hidden state vector for each wordpiece (including [CLS] and [SEP]s)
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BERT encoder

The BERT encoder:

1. Takesinwordpieces

With [CLS] at the beginning and [SEP] between sentences

Adds positional and segment ID (0 or 1) embeddings

Outputs a hidden state vector for each wordpiece (including [CLS] and [SEP]s)

> WD

Output
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BERT encoder
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BERT pretraining

Mask-LM: Randomly mask 15% of tokens and try to predict them from H, .,

NSP: Randomly sample correct/incorrect sentence pairs, try to predict which is correct
from Hy¢

A term used for this overall approach is denoising autoencoding
* “Denoising” because it tries to correct missing tokens
* “Autoencoding” because it tries to encode unlabeled text to a vector representation

Pretraining corpus:
* BooksCorpus (800M words)
* English Wikipedia (2,500M words)

BERT \ree IS also available (24 layers, 16 heads per layer, 340M params)



Masked language modeling

Use the output of the 0.1%  Aardvark

masked word’s position
to predict the masked word

Possible classes:
All English words 10% Improvisation

0% | Zyzzyva

FFNN + Softmax

BERT

Randomly mask
15% of tokens

[CLS) Let's stick to [MASK] in this skit

Input

[CLS]  Let's stick to improvisation in this skit

https://jalammar.github.io/illustrated-bert/ 1,



Next-sentence prediction

Predict likelihood
that sentence B
belongs after

1% | IsNext

99% NotNext

sentence A
FFNN + Softmax
L N BN ]
BERT
Tokenized cee
|npUt [CLS) the man  [MASK] to the store  [SEP]
https://jalammar.github.io/illustrated-bert/

|npUt [CLS] the man [MASK] to the store [SEP] penguin [MASK] are flightless birds [SEP .

Sentence A Sentence B
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Deep contextualized representations

A key thing about these models is that they produce deep contextualized
representations of their input

* Asingle vector that represents the whole sequence (H ;) or an individual token

(Htoken)
» Thevector reflects the context surrounding that token.

* S0 H will be different for “You are a jerk.” versus “I like jerk chicken”
 Compare and contrast to word vectors

With large scale pretraining, we have models which can produce useful representations of
input, which we can then fine-tune to do specific things

* Kind of like teaching someone English before trying to teach them to grade papers

12



ROBERTa

Essentially a refinement/exploration of BERT
* Same architecture & training data
* Also encoder-only
* Ditches NSP
* Does “dynamic” mask-LM

* Improved performance on NLP
benchmarks

Comparable size to BERT  xree

Roberta: A robustly optimized bert pretraining approach

¥ Liu, M Ott, N Goyal, J Du, M Joshi, D Chen... - arxiv preprint arxiv .., 2019 - arxiv.org

... configuration RoBERTa for Robustly optimized BERT approach. Specifically, RoBERTa is
... {eg, the pretraining objective), we begin by training RoBERTa following the BERTLARGE ...
17 Save DY Cite Cited by 6469 Related articles All 5 versions &9

MNLI OQNLI QOQP RTE SS5T MRPC ColLA STS WNLI Avg

Single-task single models on dev

BERT snce 86.6/- 923 913 704 932 830 606 90.0 -
XLNet spoe  89.8/- 939 918 838 956 892 636 918 -
RoBERTa 90.2/90.2 947 922 866 964 909 68.0 924 913

* 24 layers, 16 heads per layer, 355M params total

Probably a better default choice than BERT, if you have the GPU memory

13



XLNet

Another com petitor Of BERT that occasionally XInet: Generalized autoregressive pretraining for language understanding

. . ZYang, Z Dai, ¥ Yang, J Carbonell... - Advances in neural ..., 2019 - proceedings.neurips.cc
ShOWS u p N the l|te ratu e With the capability of modeling bidirectional contexts, dencising autoencoding based

pretraining like BERT achieves better performance than pretraining approaches based on
autoregressive language modeling. However, relying on corrupting the input with masks,
BERT neglects dependency between the masked positions and suffers from a pretrain-

AlSO uses Only the enCOdeI’ finetune discrepancy. In light of these pros and cons, we propose XLMNet, a generalized

autoregrassive pratraining method that (1) enables learning bidirectional contexts by ..
17 Save DY Cite Cited by 6635 Related articles All 17 versions &8

Pretrains using a variant of autoregressive language modeling called permutation
language modeling

Comparison with BERT
« Samesize

« Additional training data:
* ClueWeb
« Common Crawl
* Broadly improved performance 14
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Autoregressive language modeling

Basic idea: train the model to be most likely to reproduce the training data
We’ve learned this before (a couple times), but this is alternative terminology.

Based on a forward factorization of the text where each x, is dependent on {x,...x, ;}, SO
we can factorize the overall likeliness of x as a sum of log-probabilities of each individual
Xy
exp ;’Lg(xl g 1)TF(.’L‘t))

2+ exp (ho(x1:4-1) "e(2)) ’

max log pg(x Zlﬂgpg Ty | Xet) Zlﬂg

f
=1

Several options for exactly how to do this:
* Teacher forcing: each x_, is drawn from the true data
* Naive autoregression: each x_, is the one generated by the model

15



Autoregressive language modeling
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Autoregressive decoding

Decoding time step: 1@3 4 56 OUTPUT
( R
T T Ll Kencdec Vencdec ( Linear + Softmax )
é T Ny
ENCODERS DECODERS
. - Y,
EMBEDDING t t t 4
WITH TIME L1111 LLTT] LLTT] (TT11]
SIGNAL
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XLNET: Permutation language modeling

Rather than only optimizing for token
likelihood in forward factorization, XLNet
optimizes for every possible permutation
of the text

So not just P(X, | X, X,), but also P(X,),
P(X3]X,), P(X5[Xy, Xy, X,), etc..

But doesn’t use decoder!

* Instead manipulates model attention
and positional encodings to erase and
reorder tokens from input

mem®

0 % @ 8 |

Factorization order: 1 242> 22> 3 Factorization order: 4 232> 12> 2

Figure 1: Illustration of the permutation language modeling objective for predicting a3 given the
same input sequence x but with different factorization orders.



DistilBERT

A version of BERT that has been reduced in size from BERT by a process called knowledge

istillation - ., | |
d st “at 0 DistiIBERT, a distilled version of BERT: smaller, faster, cheaper and lighter
V Sanh, L Debut. J Chaumeond, T Wolf - arXiv preprint arXiv:1910.01108, 2019 - arxiv.org
As Transfer Learning from large-scale pre-trained models becomes more prevalent in

Kn Owled ge d |St|llat|on: Matural Language Processing (MLP), operating these large models in on-the-edge andlor

under constrained computational training or inference budgets remains challenging. In this

° B|g (trained) teacher model and Small Student work, we propose a method to pre-frain a smaller general-purpose language representation

model, called DistilBERT, which can then be fine-tuned with good performances on a wide
mOdel range of tasks like its larger counterparts. While most prior work investigated the use of ..

. 77 Save UU Cite Cited by 3319 Related articl All 4 versi o8
 Train student model to emulate teacher model ™" = "7 T A
« Different from regular training because teacher model produces nonzero probabilities
over other possible classes, which is richer training data than 1’s and 0’s

* Kind of like explaining that a shape in a CT scan is a tumor, but also looks like a
cyst, rather than “it’s just a tumor and not a cyst”

97% of the performance of BERT, but 40% smaller and 60% faster
* 6 layers, 12 heads per layer, 66M parameters

19



T5

Important model. Really the first big
improvement from the BERT variants.

Uses the full encoder-decoder apparatus of the Transformer architecture

Does a combination of unsupervised language modeling and supervised text-to-text
modeling

Fine-tuned T5 is still pretty close to SoTA for many NLP tasks

Exploring the limits of transfer learning with a unified text-to-text transformer
C Raffel, N Shazeer, A Roberts, K Lee... - ... of Machine Learning ..., 2020 - dl.acm.org

... The effactiveness of transfer learning has given rise to a diversity of approaches, ... In this

paper, we explore the landscape of transfer learning techniques for NLP by introducing a unified ..
77 Save DY Cite Cited by 6961 Related articles Al 14 versions  Web of Science: 1361




T5 pretraining—unsupervised

Creates a big, cleaned-up unsupervised training corpus:
“Colossal Clean Crawled Corpus”: cleaned-up version of Common Crawl

Uses variant of masked-LM objective from BERT, mapping corrupted text to true text
« Can mask out contiguous sequences of tokens at once
» Usesteacher-forcing to train decoder

Unginal text

Thank you ferf inviting me to your party [ast week.

Inpuls

Thank you <¥> me to your party <Y- week.

Targeds
<> for inviting <v= last <z>

21



T5 pretraining—supervised

Also converts a diverse set of supervised learning datasets into text-to-text tasks, and
trains on them

 GLUE and SuperGLUE

“translate English to German: That is good."

"Das ist qut.”

"cola sentence: The
course is jumping well."®

"not acceptable”

—_—

"3.8"

on the grass. sentence2: A rhino

“stsb sentencel: The rhino grazed
is grazing in a field."

"six people hospitalized after ]

dispatched emergency crews tuesday to a storm in attala county.”

survey the damage after an onslaught
of severe weather in mississippi.."

[: “summarize: state authorities

22



T5

Most common modelis T5-11b (11 billion parameters), but smaller variants also exist

Fine-tuned T5-11b is still pretty competitive in NLP benchmarks

Leaderboard Version: 2.0

https://super.gluebenchmark.com/leaderboard

Rank Name Model URL Score BoolQ CB COPA MultiRC ReCoRD RTE WIC WSC AX-b AX-g

1 JDExplore d-team Vega v2 E)J' 91.3 905 986/99.2 994 88.2/62.4 94.4/93.9 960 774 986 -0.4 100.0/50.0

+ 2 Liam Fedus ST-MoE-32B E}J' 912 924 969/98.0 992 896/658 95.1/944 935 777 966 723 96.1/941
3 Microsoft Alexander v-team  Turing NLR v5 E}J' 909 92.0959/976 962 558.4/63.0 96.4/95.9 941 771 973 67.8 93.3/955

4 ERNIE Team - Baidu ERNIE 3.0 E)J' 906 91.0 986/99.2 97.4 88.6/63.2 94.7/942 926 774 97.3 686 92.7/947

5 YiTay PaLM 540B E}J' 904 919 94.4/96.0 99.088.7/636 942/933 941 774 959 729 955904

+ 6 Zirui Wang TS5 + UDG, Single Model (Google Brain) E)J' 904 914 95.8/976 98.0 88.3/63.0 94.2/935 930 779 966 69.1 92.7/91.9
+ 7 DeBERTa Team - Microsoft DeBERTa / TuringNLRv4 E}J' 903 904 957/976 984 882/637945/941 932 775 959 667 93.3/938
& SuperGLUE Human Baselines SuperGLUE Human Baselines E};' 698 89.0 95.8/98.9 100.0 81.8/51.9 91.7/91.3 936 80.0 1000 766 99.3/99.7

+ 9 T5 Team - Google T9 E)J' 893 91.293.9/96.8 948 88.1/63.3 94.1/93.4 925 769 938 656 92.7/919

23



GPT-1

Precursor model to GPT-2, GPT-3, and GPT-4

Decoder-only. Does not encode entire input sequence—rather, just encodes input
sequence token-by-token

Trained using standard autoregressive language modeling objective
* Usesteacherforcing (I believe)

[poF] Improving language understanding by generative pre-training

A Radford, K Marasimhan, T Salimans, | Sutskever - 2018 - cs.ubc.ca

Matural language understanding comprizes a wide range of diverse tasks such as textual

entailment, question answering, semantic similarity assessment, and document

classification. Although large unlabeled text corpora are abundant, labeled data for learning
these specific tasks is scarce, making it challenging for discriminatively trained models to

12 laye rS, 12 heads per layer’ 120M pa ra meters perform adequately. We demonstrate that large gains on these tasks can be realized by
generative pre-training of a language model on a diverse corpus of unlabeled text, followed ...

7 Save UU Cite Cited by 5179 Related articles Al 9 versions &9

Trained on BooksCorpus dataset

24



GPT-1 fine-tuning

12x

Text & Position Embed

Classification | Start | Text | Extract |J—-| Transformer H Linear |
Entailment | Start | Premise | Delim | Hypothesis | Extract |_—-1 Transformer |—-| Linear |
Start | Text 1 | Delim | Text 2 ]Exuacu |_—-1 Transformer
Similarity = +)
| Start | Text 2 | Delim | Text 1 |Exlracl |—-| Transformer
| sart | Context | Deim | Answerl | Exract |_—>| Transformer [+ Linear
Multiple Choice | st | Context | oeim | Answer2 | exvact | Ll Transtormer 1+] Linear
| sart | Context | Delm | AnswerN | Exract |—-| Transformer |+ Linear

25



GPT-2,3,4

All larger and more capable versions of GPT-1
Same model with slight modifications
Same or larger datasets

GPT-2: 1.5B parameters
GPT-3: 175B parameters

26



How to choose?

For general-purpose NLP fine-tuning, use the biggest model you can train:
 T5-11b - RoBERTa-Large - BERT-base = DistilBERT

For text generation, GPT-2 or GPT-Neo
For specific domains, try to find domain-specific versions of models
* E.g. MatSciBERT for materials-science specific NLP tasks

* Hugging Face has a nice search interface

Important to try multiple models

27



Concluding thoughts

Pretrained transformer models
« BERT, ROBERTa, XLNet, RoBERTa, DistilBERT, T5, GPT-X

Encoder-decoder, encoder-only, decoder-only
How to choose?
Looking forward:

« Zero- and few-shot learning
* Promptengineering

28
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