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Last lecture

Key idea: Hidden Markov Models

Concepts:

• Bayes Networks

• Generative story

• HMMs

• Inference

• Likelihood: Forward algorithm

• Decoding: Viterbi algorithm

• Learning

• Labeled: Counting

• Unlabeled: Forward-backward algorithm

• Generation
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Concepts:
• POS tagging
• Dynamic programming
• Expectation-maximization



Tools in your toolkit

Classification: given some labeled texts, create a model that can predict labels for new 
texts

• K-means clustering, Naïve Bayes

Word similarity: given two pairs of texts, assess which pair is more similar

• Word count vectors, TF-IDF vectors

Language modeling: given a corpus of texts, learn how to generate new texts and assess 
the likelihood of existing texts under the model

• Unigram model, bigram model

Sequence tagging (sort of): Given a corpus of texts and labels for each word, learn how to 
predict word labels for new texts

• Hidden Markov Models, …? 3



GPT-3

Really just a big language model

Optimized to predict p(wi|wi-1,wi-2,wi-3,…,w0)

• Remember that the best we’ve been able to accommodate is p(wi|wi-1) with our bigram 
model

Published in: https://arxiv.org/abs/2005.14165

Can do the three things we do with language models:

• Learning (already done)

• Inference (i.e assessing the likelihood of existing text)

• Generation
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https://arxiv.org/abs/2005.14165


NLP dataset/task ecosystem

There are a lot of different tasks that NLP models are designed to do

• https://en.wikipedia.org/wiki/Natural_language_processing#Common_NLP_tasks

But these tasks are defined specifically by datasets put together by companies and 
researchers

The quality of NLP models is often defined by their ability to perform well on benchmark
collections of these datasets
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https://en.wikipedia.org/wiki/Natural_language_processing#Common_NLP_tasks


3.1) Language 
modeling, Cloze 
and Completion



Language modeling

Basic idea: Take a well-known corpus (other than what your model was trained on) and 
calculate perplexity of your language model that corpus

• A better model is one more likely to have generated that corpus (lower perplexity)

Metric: Perplexity—average per-word log-likelihood 
of words in the corpus, per the model

• N: corpus size, di: document i

Dataset: Penn TreeBank (PTB)

• 1 million words of 1989 Wall Street Journal article text

• https://catalog.ldc.upenn.edu/LDC99T42

GPT-3 result: Improved SOTA by 1.5 down to 20.50
7
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Question: Why might perplexity 
not be an ideal metric for what 
constitutes a good language 
model?



Completion/clozure

Basic idea: Test the language model with “gaps” for it to fill in, where getting the right 
answer involves “understanding” the text

Metric: Classification metrics (accuracy, P/R/F1)

• Count completions it did correctly versus not

Dataset: LAMBADA

• https://zenodo.org/record/2630551#.Y_esCnZKhhE

• ~10,000 short passages, goal is to predict the last word

GPT-3 result: 8% improvement over previous SOTA
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https://zenodo.org/record/2630551#.Y_esCnZKhhE


Completion/clozure

Dataset: HellaSwag

• https://allenai.org/data/hellaswag

• 70k instances

• Beginning of a story, plus multiple 
options for 

Question: This isn’t strictly a generation 
task like LAMBADA… so how do we apply a 
LM to this?
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Completion/clozure

Answer: See which possible answer is most 
likely under the language model, and select 
that as the most likely one.

Metric: Classification metrics

GPT-3 result: less than SOTA
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Completion/Clozure

Dataset: StoryCloze

• https://cs.rochester.edu/nlp/rocstories/

• 3,744 short stories with a “right ending” and a “wrong ending” 
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https://cs.rochester.edu/nlp/rocstories/


Closed book question answering 

Basic idea: Literally just ask the LM a question
and see if it generates the right answer

• As opposed to “open-book”, where it retrieves 
& uses external information (more on this 
later)

Metric: Classification metrics

Dataset: TriviaQA

• https://nlp.cs.washington.edu/triviaqa/

• 650k question-answer-evidence triplets

GPT-3 result: close to fine-tuned SOTA 
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https://nlp.cs.washington.edu/triviaqa/


3.3) Translation



Machine translation

Basic idea: Given a text in one language, generate a text in a different language that has 
the same meaning

Example of a text-to-text (aka sequence-to-sequence) learning task, which you have not 
learned how to do yet.

Represents a whole genre of

NLP research.

Difficult to do, difficult to 
evaluate
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Google translate



Translation correspondences

Lots of different ways 
that translation can 
transform source text to 
target text.

We will learn how to do
MT a little later. 

For now, let’s focus on 
evaluation
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https://courses.engr.illinois.edu/cs447/fa2020/Slides/Lecture13.pdf



Evaluating machine translation

Difficult because there can be multiple valid target translations of the same input text
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Booz endormi

(Original French - 1859-83

Victor Hugo)

Boaz Asleep

(Translation circa late 1800s,

various publishers)

Boaz Asleep

(Translation - 2001

EH and AM Blackmore)

Boaz Asleep

(translation - 2002

Brooks Haxton)

Booz s'était couché de 

fatigue accablé;

Il avait tout le jour travaillé 

dans son aire;

Puis avait fait son lit à sa 

place ordinaire;

Booz dormait auprès des 

boisseaux pleins de blé.

Ce vieillard possédait des 

champs de blés et d'orge;

Il était, quoique riche, à la 

justice enclin;

Il n'avit pas de fange en l'eau 

de son moulin;

Il n'avit pas d'enfer dans le 

feu de sa forge.

At work within his barn since 

very early,

Fairly tired out with toiling all 

the day,

Upon the small bed where he 

always lay

Boaz was sleeping by his 

sacks of barley.

Barley and wheat fields he 

possessed, and well,

Though rich, loved justice; 

wherfore all the flood

That turned his mill-wheels 

was unstained with mud,

And in his smithy blazed no 

fire of hell.

There Boaz lay, overcome 

and worn out.

All day he'd labored at his 

threshing floor;

Now, bedded in his usual 

place once more,

He slept, with grain bagged 

everywhere about.

Boaz owned fields of 

barleycorn and wheat--

A rich old man, but righteous, 

even so.

There was no foulness in his 

millstream's flow,

There was no hellfire in his 

forge's heat.

Boaz, overcome with 

weariness, by torchlight

made his pallet on the 

thresing floor

where all day he had worked, 

and now he slept

among the bushels of 

threshed wheat.

The old man owned 

wheatfields and barley,

and though he was rich, he 

was still fair-minded.

No filth soured the sweetness 

of his well.

No hot iron of torture 

whitened his forge.

http://www.gavroche.org/vhugo/vhpoetry/comparison.gav



BLEU score

Basic idea: Provide several reference target texts, and measure how well the model 
matched any/all of them

• Not idea, but works pretty well in practice

Based on N-gram precision: how many n-grams in the candidate translation occur also in 
one of the reference translations?
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https://courses.engr.illinois.edu/cs447/fa2020/Slides/Lecture13.pdf



BLEU details
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https://courses.engr.illinois.edu/cs447/fa2020/Slides/Lecture13.pdf



GPT-3 translation results

Several different translation datasets.

Worse than SOTA, but pretty good considering it’s not actually trained to do translation
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3.4)  Winograd-
style tasks



Winograd Schema Challenge

Basic idea: Create a sentence with a pronoun that is ambiguous based on the choice of 
the following verb, then see if the model is able to correctly disambiguate it when each 
choice is selected.

Metric: Classification metrics (acc, P/R/F1)

Question: How can we get a language model to do this?

21https://en.wikipedia.org/wiki/Winograd_schema_challenge



Winograd Schema Challenge

Answer: See which complete disambiguation is more likely under the model

Example:

GPT-3 result: Close to SOTA

22https://en.wikipedia.org/wiki/Winograd_schema_challenge

The city councilmen refused the demonstrators a permit because the city councilmen advocated violence

vs.

The city councilmen refused the demonstrators a permit because the demonstrators advocated violence



3.5) Common-
sense reasoning



Common-sense reasoning

Basic idea: comprehension tasks which also rely 
on external knowledge

Dataset: PhysicalQA (PIQA)

• Common sense questions with a right answer 
and a wrong answer

• ~20k examples

Metric: Classification metrics (acc, P/R/F1)

GPT-3 result: Improves on fine-tuned SOTA (!)
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https://arxiv.org/pdf/1911.11641.pdf



Common-sense reasoning

Dataset: OpenBookQA

• https://allenai.org/data/open-book-qa

• ~6k multiple-choice science questions

Metric: Classification metrics (acc, P/R/F1)

GPT-3 result: Significantly worse than SOTA
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https://allenai.org/data/open-book-qa


3.6) Reading 
comprehension



Reading comprehension

Basic idea: Answer questions about a text that require understanding of the text

• CoQA: https://stanfordnlp.github.io/coqa/

• DROP: https://allenai.org/data/drop

• QUAC: https://quac.ai/

• SQuADv2: https://rajpurkar.github.io/SQuAD-explorer/

• RACE: https://www.cs.cmu.edu/~glai1/data/race/

Metric: Classification (acc, P/R/F1)

GPT-3 results: mixed, but all well below fine-tuned SOTA

Question: What’s the difference between this and the completion/clozure tasks from 
before?

27

https://stanfordnlp.github.io/coqa/
https://allenai.org/data/drop
https://quac.ai/
https://rajpurkar.github.io/SQuAD-explorer/
https://www.cs.cmu.edu/~glai1/data/race/


Reading comprehension

Dataset: CoQA

• https://stanfordnlp.github.io/coqa/

• 127k questions with answers about 8k 
passages

Question: How to apply a language model 
to this dataset?

28
https://arxiv.org/pdf/1808.07042.pdf

https://stanfordnlp.github.io/coqa/


Reading comprehension

Dataset: SQuADv2

• https://rajpurkar.github.io/SQuAD-explorer/

• 50k difficult-to-answer questions about 
passages from original SQuAD dataset

Question: How to apply a language model to this
dataset?
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https://rajpurkar.github.io/SQuAD-explorer/


3.7) SuperGLUE



SuperGLUE

https://super.gluebenchmark.com/

Basic idea: A collection of datasets designed to 
test the general language-understanding 
capability of an NLP model

Metric: multiple, but mostly just classification 
metrics

GPT-3 results: well below fine-tuned SOTA
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https://super.gluebenchmark.com/


SuperGLUE

Dataset: MultiRC

• A series of paragraphs with reading
comprehension questions and possible
correct and correct answers

• https://cogcomp.seas.upenn.edu/multirc/

• ~6k questions about ~800 questions

Note: multiple possible correct answers

Question: how to apply a LM to this dataset?
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https://cogcomp.seas.upenn.edu/multirc/


SuperGLUE

Dataset: BoolQ

• https://github.com/google-research-datasets/boolean-questions

• A series of yes-no reading comprehension questions based on short passages
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https://github.com/google-research-datasets/boolean-questions


3.8) Natural 
Language 
Inference (NLI)



Natural language inference

Basic idea: Tests the model’s ability to determine the relationship between two sentences

• E.g. does the first sentence entail the second sentence? 

Dataset: Adversarial Natural Language 
Inference (ANLI)

• https://github.com/facebookresearch/anli

• ~200k context-hypothesis pairs where the 
context may or may not entail the hypothesis

Metric: Classification metrics (acc, P/R/F1)
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https://github.com/facebookresearch/anli


Concluding thoughts

Many:

• Tasks

• Datasets

Not so many:

• Basic ways of employing the model

• Evaluation metrics

NLP largely the art of adapting the ways we know how to use our models to specific 
linguistic tasks

GPT-3 is can do a lot with just LM training

36
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