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Last Lecture

Zero and few shot learning

Anatomy of a prompt

OpenAI API

Exemplar choice

Role-setting

2



BERT

3

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint 

arXiv:1810.04805 (2018).



RoBERTa

4

Liu, Yinhan, et al. "Roberta: A robustly optimized bert pretraining 

approach." arXiv preprint arXiv:1907.11692 (2019).



GPT-4

5

Achiam, Josh, et al. "Gpt-4 technical report." arXiv

preprint arXiv:2303.08774 (2023).



Llama 3

6
https://ai.meta.com/blog/meta-llama-3/



Gemini

7

Team, Gemini, et al. "Gemini: a family of 

highly capable multimodal models." arXiv

preprint arXiv:2312.11805 (2023).



Older 
benchmarks



SST-2

Sentiment detection

Very familiar to us at this 
point

Original is actually 5-class, 
and evaluated at every 
grammatical clause of each 
text

So we’ve been looking at the 
flattened, binarized version 
(SST-2)

Binary classification: 
Acc/F1/P/R

9

https://nlp.stanford.edu/sentiment/treebank.html

Socher, Richard, et al. "Recursive deep models for semantic 

compositionality over a sentiment treebank." Proceedings of the 2013 

conference on empirical methods in natural language processing. 2013.

https://nlp.stanford.edu/sentiment/treebank.html


Multi-Genre Natural Language Inference (MNLI)

Natural language 
inference (NLI)

AKA entailment

Basic idea: take a 
premise and a 
hypothesis, and classify 
whether the premise 
entails the hypothesis

Ends up as 3-class 
classification: Acc/F1/P/R

10

Williams, Adina, Nikita Nangia, and Samuel R. Bowman. "A broad-

coverage challenge corpus for sentence understanding through 

inference." arXiv preprint arXiv:1704.05426 (2017).

Premise Genre Hypothesis



The Corpus of Linguistic Acceptability (CoLA)

Corpus of 10,657 English sentences labeled 
as grammatical vs ungrammatical

Binary classification: Acc/P/R/F1

11
Warstadt, Alex, Amanpreet Singh, and Samuel R. Bowman. "Neural network acceptability judgments." Transactions of the Association for Computational 

Linguistics 7 (2019): 625-641.



The Stanford Question Answering Dataset (SQUAD)

Reading comprehension dataset

A bunch of Wikipedia articles, along with 
questions asked about them where the answer is 
a snippet from the article

Sequence tagging task: F1

Other versions available: 
https://rajpurkar.github.io/SQuAD-explorer/ 

12

Rajpurkar, Pranav, et al. "Squad: 100,000+ questions for machine 

comprehension of text." arXiv preprint arXiv:1606.05250 (2016).

https://rajpurkar.github.io/SQuAD-explorer/


Newer 
benchmarks



Massive Multitask Language Understanding (MMLU)

Multiple-choice test of world 
knowledge across 57 areas.

Math, history, medicine, physics, etc

Because it’s multiple choice, ends up 
just being 4-class classification: 
Acc/P/R/F1

14
Hendrycks, Dan, et al. "Measuring massive multitask language 

understanding." arXiv preprint arXiv:2009.03300 (2020).



HellaSwag

Commonsense natural language inference, 
i.e. can the model figure out the right 
continuation of a sentence, based on common 
sense

Collected from WikiHow using adversarial 
filtering to make it harder for models

Multiple-choice, so 4-class classification: 
Acc/P/R/F1

15

Zellers, Rowan, et al. "Hellaswag: Can a machine really finish your 

sentence?." arXiv preprint arXiv:1905.07830 (2019).



AI2 Reasoning Challenge (ARC)

7787 science exam questions of 
various genres

Divided into challenge set and easy 
set

Multiple-choice, so Acc/P/R/F1

16

Clark, Peter et al. “Think you have Solved Question Answering? Try ARC, 

the AI2 Reasoning Challenge.” ArXiv abs/1803.05457 (2018): n. pag.



GSM8K

Collection of 8500 grade school math 
problems

Multiple choices not included in this dataset, 
so when not working with generative model, 
use a generator/verifier set up to propose 
multiple solutions and then pick one. 

17
Cobbe, Karl, et al. "Training verifiers to solve math word problems." arXiv preprint arXiv:2110.14168 (2021).



Discrete Reasoning Over the content of Paragraphs (DROP)

96k passages with questions and correct 
answers

Collected using live existing model (BiDAF), 
where annotators had to pick answers the 
BiDAF couldn’t get correct

18Dua, Dheeru, et al. "DROP: A reading comprehension benchmark requiring discrete reasoning over paragraphs." arXiv preprint arXiv:1903.00161 (2019).



HumanEval

A coding benchmark where the goal is 
to write correct code for a python 
function, given the python docstring

Each problem includes a bunch of unit 
tests the solution has to pass to be 
correct 

19

Chen, Mark, et al. "Evaluating large language models trained on 

code." arXiv preprint arXiv:2107.03374 (2021).



Beyond the Imitation Game Benchmark (BIG-bench)

More than 200 tasks collected into one big benchmark collection

Intended to be a holistic benchmark of overall LLM capability  

20

Srivastava, Aarohi, et al. "Beyond the imitation game: Quantifying and 

extrapolating the capabilities of language models." arXiv preprint 

arXiv:2206.04615 (2022).
https://github.com/google/BIG-bench 

https://github.com/google/BIG-bench


AGIEval

A bunch of questions drawn from 
standardized tests in English and Chinese

21

Zhong, Wanjun, et al. "Agieval: A human-centric benchmark for evaluating 

foundation models." arXiv preprint arXiv:2304.06364 (2023).



Other benchmarks

Lots of other datasets have been introduced over the years

• GLUE

• Includes CoLA, SST-2, MNLI, etc.

• https://gluebenchmark.com/

• SuperGLUE

• ERASER

• Explainability datasets

• https://www.eraserbenchmark.com/

22



Concluding thoughts

LLM evaluation is hard! Some researchers spend a lot of their career coming up with new 
datasets

Special data collection tricks to create hard examples for LLMs

Historical movement from low-level linguistic capabilities (i.e. inference, sentiment) to 
high-level capabilities (world knowledge, solving logic puzzles)

Movement from classification to generation
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