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Last lecture

Sequence-to-sequence models

• Main application: translation

Attention

• Improves performance of sequence-to-sequence models

• Improves interpretability of classifiers

Model saving/loading
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Correction to previous model
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Correction to previous model
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Reminder: attention

Last week, we learned a model that would incorporate attention into classification

But how do we apply that to the concept of sequence-to-sequence models?
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Attender

Predictor

You are a huge jerk

Prediction

You are a huge jerk

0     0   0     1      1



Sequence-to-sequence with attention

Basic idea: we’ll have an additional module in the model whose forward function will take 
in:

1. A single output hidden-state vector from the decoder

2. All of the output hidden state vectors from the encoder

And then it will:

1. Decide how important each encoder hidden state vector was to this particular 
decoder hidden state vector

2. Use those importance weights to created a weighted sum of encoder hidden state 
vectors, called a context vector

And finally: the next input to the decoder will be concatenated [previous hidden state, 
context vector]
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Ordinary sequence-to-sequence model
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https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html



Sequence-to-sequence with attention
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https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html



Sequence-to-sequence with attention
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https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html



Sequence-to-sequence with attention
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https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html



Sequence-to-sequence with attention
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https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html



Preprocessed dataset
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Attention module
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Attention seq-to-seq model: __init__()
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Attention seq-to-seq model: encode()

15



Attention seq-to-seq model: decode()
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Attention seq-to-seq model: decode()
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Attention seq-to-seq model: decode()
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Attention seq-to-seq model: forward()
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Attention seq-to-seq model: generate()
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Training the model
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Generating text
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Evaluating machine translation

Difficult because there can be multiple valid target translations of the same input text
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Booz endormi

(Original French - 1859-83

Victor Hugo)

Boaz Asleep

(Translation circa late 1800s,

various publishers)

Boaz Asleep

(Translation - 2001

EH and AM Blackmore)

Boaz Asleep

(translation - 2002

Brooks Haxton)

Booz s'était couché de 

fatigue accablé;

Il avait tout le jour travaillé 

dans son aire;

Puis avait fait son lit à sa 

place ordinaire;

Booz dormait auprès des 

boisseaux pleins de blé.

Ce vieillard possédait des 

champs de blés et d'orge;

Il était, quoique riche, à la 

justice enclin;

Il n'avit pas de fange en l'eau 

de son moulin;

Il n'avit pas d'enfer dans le 

feu de sa forge.

At work within his barn since 

very early,

Fairly tired out with toiling all 

the day,

Upon the small bed where he 

always lay

Boaz was sleeping by his 

sacks of barley.

Barley and wheat fields he 

possessed, and well,

Though rich, loved justice; 

wherfore all the flood

That turned his mill-wheels 

was unstained with mud,

And in his smithy blazed no 

fire of hell.

There Boaz lay, overcome 

and worn out.

All day he'd labored at his 

threshing floor;

Now, bedded in his usual 

place once more,

He slept, with grain bagged 

everywhere about.

Boaz owned fields of 

barleycorn and wheat--

A rich old man, but righteous, 

even so.

There was no foulness in his 

millstream's flow,

There was no hellfire in his 

forge's heat.

Boaz, overcome with 

weariness, by torchlight

made his pallet on the 

thresing floor

where all day he had worked, 

and now he slept

among the bushels of 

threshed wheat.

The old man owned 

wheatfields and barley,

and though he was rich, he 

was still fair-minded.

No filth soured the sweetness 

of his well.

No hot iron of torture 

whitened his forge.

http://www.gavroche.org/vhugo/vhpoetry/comparison.gav



BLEU score

Basic idea: Provide several reference target texts, and measure how well the model 
matched any/all of them

• Not idea, but works pretty well in practice

Based on N-gram precision: how many n-grams in the candidate translation occur also in 
one of the reference translations?
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https://courses.engr.illinois.edu/cs447/fa2020/Slides/Lecture13.pdf



BLEU details
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https://courses.engr.illinois.edu/cs447/fa2020/Slides/Lecture13.pdf



Concluding thoughts

Sequence-to-sequence models

• Main application: translation

Attention

• Improves performance of sequence-to-sequence models

• Improves interpretability of classifiers
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